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1 Introduction

In previous deliverables D3.1 and D3.2 it was shown that partitioning techniques that take data locality into
account, greatly minimize the inter-communication between partitions, thus potentially leading to better query
runtimes. In T3.1, two novel workload-based RDF graph partitioning techniques – namely PCM and PCG –
were developed by using different clustering techniques. The proposed approach makes use of the predicates’
co-occurrences in the querying workload. The evaluation results show that the proposed techniques have better
query runtime performances in comparison to other partitioning techniques.

The proposed algorithms are based on querying history, which changes with time. As such, we need to
adapt the proposed distribution according to the change in querying history with time. To this end, we need a
means for a dynamic data exchange between data nodes, according to the new querying workload. In deliverable
D3.3, we proposed a method to do the dynamic data exchange between nodes and did initial evaluation based on
the Semantic Web Dog Food dataset. The evaluation results certainly hinted at the usefulness of the proposed
method.

In this deliverable, we present more detailed results about the proposed dynamic data exchange mechanism.
While the previous evaluation results were based on the Koral engine and the Semantic Web Dog Food dataset,
in this deliverable, we chose the DBpedia dataset due to it being more diverse in terms of the information it
contains, as well as the opportunity if provides for a more diverse set of querying. The previous evaluation was
based on the distributed triplestore Koral, but this evaluation is based on CostFed [6], a pure federated SPARQL
query processing on top of multiple endpoints. The deliverable is generally shorter, as we mainly focus on the
evaluation results.

In the next section, we first present an extended summary of the proposed approach, followed by the
evaluation results and discussion.

2 Summarized Approach

We propose to collect a one week query log and make a new data distribution, which better reflects the workload
from the logs. To perform this task, we follow the steps below.

• We get a querying workload W1 and perform predicate-clustering, using PCM or PCG. The corresponding
cluster of predicates C1 is then assigned to physical partitions as discussed before.

• The triplestore is then used in practice for one week, and the new workload W2 is collected. We then
perform the predicate-clustering C2 again, using PCM or PCG, using the new workload.

• We compare C1 and C2 for any changes, i.e., we check if the predicate clusters have changed in C2 with
regards to C1. If there are no changes, we do not make any dynamic data distribution among the physical
partitions. If there are changes, we carry on the required changes (insertion or deletion of triples) in the
current physical partitions, to exactly reflect C2.

• We repeat these steps every week (or every two weeks), depending on the workload querying frequency.

3 Evaluation Setup

Here, we reused the exact evaluation setup discussed in D3.2, in D3.3, and in [1]. The reasons for choosing this
evaluation setup are two-fold: (1) since our proposed techniques require query workloads, we wanted to use
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real-world query workloads (i.e., collected from public SPARQL endpoints of real-world RDF datasets), and
real-world RDF benchmarks, (2) we wanted our results to be comparable with the results presented in [1], in
D3.2, and in D3.3.

3.1 Dataset

We use the DBpedia 3.5.1 dataset for evaluation. We chose this dataset because it was previously used in
evaluating different partitioning techniques [1]. Furthermore, it is also used in many evaluations [4, 5, 7, 2]
pertaining to SPARQL query processing. The dataset contains 42,849,609 RDF triples, 9,495,865 distinct
subjects, 1,063 distinct predicates, 13,620,028 distinct objects, and a structuredness [4] value of 0.196. The
real-world query logs for the DBpedia 3.5.1 dataset are freely available from LSQ dataset [8].

3.2 Workloads (train) and Benchmark (test) Queries

Our proposed approach needs a sample set of SPARQL queries to be used for training. We make use of the real-
world queries from DBpedia 3.5.1 public SPARQL endpoints. The queries are available from LSQ v2.0 [8]. The
required DBpedia 3.5.1 queries were fetched from the public LSQ endpoints http://lsq.aksw.org/sparql
using the SPARQL query given in Listing 1.

1 # Count all SELECT queries from dbpedia divided weekly by execution
timestamp in 2010.

2
3 PREFIX lsqv: <http://lsq.aksw.org/vocab#>
4 PREFIX prov: <http://www.w3.org/ns/prov#>
5 PREFIX sd: <http://www.w3.org/ns/sparql -service -description#>
6
7 SELECT Distinct ?text #? timeStamp
8 From <http://lsq.aksw.org/dbpedia >
9 WHERE

10 {
11 ?query lsqv:text ?text .
12 ?query lsqv:hasRemoteExec ?re .
13 ?re prov:atTime ?timeStamp .
14 ?query lsqv:hasSpin ?spin .
15 ?spin a <http:// spinrdf.org/sp#Select > .
16 FILTER(
17 (YEAR(? timeStamp)= 2010 && MONTH(? timeStamp)= 5 && DAY(?

timeStamp)>= 1 && DAY(? timeStamp) <(1+7))
18 )
19 }
20 ORDER BY ?timeStamp

Listing 1: SPARQL query

Once we retrieved all queries from the LSQ endpoint, we divided them into a time slot of one week. Then
we used the first week queries for training and the next week queries for testing, and so on. This is exactly the
same process adopted in deliverable D3.3.

3.3 Partitioning Environment

In D3.3, we only used a clustered or distributed RDF storage environment, where the given dataset is distributed
among n data nodes of a clustered triplestore. In this deliverable, we used the second partitioning environment,
i.e., a purely federated environment, in which the dataset is distributed among multiple SPARQL endpoints
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that are physically separated from each other and a federation engine is used to perform the query processing
task. We used CostFed [6], a federated SPARQL query processing engine for federation over multiple SPARQL
endpoints. We chose CostFed because it is developed in the context of the 3DFed project.

Number of Partitions. Inspired by D3.2, D3.3, [1] and [3], we generated 10 partitions of the selected datasets.
Each partition was loaded into a separate Virtuoso triplestore and has a unique public SPARQL endpoint URL.

Selected RDF Graph Partitioning Technique. We used the PCM clustering algorithm because it has proven to
be performing better than PCG in terms of clustering generation. In addition, it was also used in D3.3.

Performance Measures. We used Queries per Second (QpS), and the average query execution time to compare
the performance of the proposed dynamic data exchange. We used a six minutes timeout for query execution
of each query. We also measured the amount of dynamic data exchange between partitions using the Gini
coefficient, defined as follows.

Definition 1 (Partitioning Shuffling) Let n be the total number of partitions generated by a partitioning
technique and P1, P2, . . . Pn be the set of these partitions, ordered according to the increasing size of the number
of triples. The shuffling in partitions is defined as a Gini coefficient:

b :=

2
n∑

i=1
(i× |Pi|))

(n− 1)×
n∑

j=1
|Pj |

− n+ 1

n− 1
, 0 ≤ b ≤ 1

Hardware and Software Specifications. The hardware and software configuration for our techniques is the
same as in [1], i.e., all of our experiments are executed on a Ubuntu-based machine with Intel i7-11370H 3.30
GHz, 4 cores and 32GB of RAM. We conducted our experiments on local copies of Tenforce / Virtuoso (version
7.2.5) SPARQL endpoints. We used the default configurations of the CostFed engine.

4 Results

The goal of our evaluation is to show how the query runtime performance is improved with dynamic data
partitioning. We also measured by what extent the data shuffling was performed by the proposed approach.

Train
query

Partition
0

Partition
1

Partition
2

Partition
3

Partition
4

Partition
5

Partition
6

Partition
7

Partition
8

Partition
9

W1 1452687 69699 840721 232624 41958 264940 0 10925705 0 29721158

W3 106 7899267 6766022 0 0 0 0 0 0 28884097

W5 27997 2107781 1724004 10925811 8173242 6998646 1629215 264940 1115104 10582752

W7 0 0 0 0 0 0 0 0 0 43549492

W9 8554361 840721 934182 10959549 218811 61578 738786 126458 9337706 11777340

W11 6766022 882679 11818035 252655 748228 1452687 8052658 570859 2024314 10981355

Table 1: Distributed triples in 10 partitions by PCM based on train queries.

Data Shuffling. Table 1 shows the number of triples assigned to each of the selected 10 partitions by the
proposed algorithms after every two weeks. We can clearly see a high variations in the number of triples. This
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Figure 1: Partitioning shuffling within each partition.

means that a high data shuffling was required to perform more optimized query execution. The amount of data
shuffling within each partition is given in Figure 1. A Gini coefficient value of 0 means highly balanced or
no variation, and 1 means highly unbalanced. We can clearly see the value is higher than 0.5 for the majority
of partitions, suggesting a high data shuffling (i.e., dynamic data exchange) was performed by the proposed
algorithm.

Average Query Runtime. Figure 2a shows a comparison of the average query runtime for 6 (W1 to W11)
different partitions, as a result from dynamic data shuffling after two-week querying workloads. The smaller
the runtime, the better the query execution performance. The decrease in the trend line suggests that query
runtime is decreased with dynamic data distribution, while going from week 2 to week 12. This shows the
effectiveness of the proposed dynamic data distribution. However, it can also be seen that the average runtime is
even increased from week 6 to week 8. This means it is also possible that the proposed shuffling results into
performance decrease. However, in majority of the cases, it is not the case.

Query per Second (QpS). Figure 2b shows a comparison of the QpS values for the 6 dynamic data shuffling and
final partitions based on biweekly querying loads. The higher the QpS, the better the query runtime performance.
Each query load is before its benchmark queries. Again, we can clearly see the QpS (in general) is improved with
dynamic data distribution while going from week 2 to week 12. This shows the effectiveness of the proposed
dynamic data distribution. However, we also see that the increase in QpS is not linear. For example the QpS of
week 6 is better than week 8. The possible reason is that the test queries selected for this experiments might
be more complex compared to the test queries in week 6. However, the increasing trend line suggests that the
proposed approach was able to improve the query per second execution after dynamic data shuffling.

The results are summarised in Table 2 as well. There were some queries with no result for each week but
the percentage is different and for week 10 none of the test queries had results. Sometimes this no-result error
happens when we run many queries in a row. Therefore we considered only those queries which had some
results.

5 Conclusion and Future Work

In this deliverable, we presented the final report on the dynamic data exchange. We made use of the six querying
workloads from DBpedia and did dynamic data shuffling according to the new workloads. We used QpS and the
average query runtime as two performance measures. The results clearly show the effectiveness of the proposed
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(a) Average runtime. (b) Queries per second.

Figure 2: Executing queries with Dynamic Data Exchange.

Train
queries

No
of queries

Test queries Test query
log size

Total
Runtime(s)

AVG
Runtime(s)

QPS

W1 63 W2 398 09.796 00.181 5.51

W3 11 W4 9999 00.053 00.027 37.74

W5 10000 W6 10000 00.010 00.002 600.00

W7 1661 W8 10000 00.098 00.025 40.82

W9 9995 W10 4494 00.000

W11 9999 W12 9999 00.437 00.012 84.67

Table 2: Average runtime and query per second of running test query logs.

dynamic data partitioning. However, further detailed experiments are needed to draw solid conclusions.
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